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Abstract
Amrein and Berliner (2002b) compared National Assessment of
Educational Progress (NAEP) results in high-stakes states against
the national average for NAEP scores. They studied NAEP scores for
8th grade mathematics, 4th grade mathematics, and 4th grade
reading. They concluded that states that introduced consequences
(high-stakes) to their statewide tests did not show any particular
gains in their statewide NAEP scores. However, there was no
comparison group in their analysis. In this analysis, a comparison
group was formed from states that did not attach consequences to
their state-wide tests. This analysis showed that states that attached
consequences outperformed the comparison group of states on each
of the three NAEP tests for the last four-year period. These results
showed that, overall, these was a meaningful carryover from
attaching consequences on statewide tests to statewide NAEP
scores.

As reported by Viadero (2003a, 2003b), Audrey Amrein and David Berliner (2002a,
2002b, 2002c) have studied the effects of attaching consequences or accountability
("high stakes") to student scores on their statewide exams. These consequences
include monetary awards to schools or teachers, authority to replace a principal or
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a teacher, and limiting grade-to-grade promotion. Individual states imposed one to
six such consequences, with an average of three consequences. (See Table 1 in
Amrein and Berliner (2002b).) 

In an admirable decision, Amrein and Berliner did not look at each state's scores on
their own statewide tests. Rather, they looked at each state's scores on an
independent measure, the National Assessment of Educational Progress. They
compared the four-year changes in NAEP scores in each high-stakes state against
the average changes for all the states that took each NAEP test. They studied
NAEP results in three areas: 8th grade mathematics, 4th grade mathematics, and
4th grade reading.

They concluded that, there were "no consistent effects across states" after
consequences were introduced. (Amrein & Berliner, 2002b, p. 57). Some states
had larger increases than the national average, but the NAEP changes in other
states were less than the national average. They concluded that students in
high-stakes states were not learning anything beyond the specific content of the
statewide tests.

Their analysis, however, did not include a comparison group. The economist John
H. Bishop, quoted in Viadero (2003b), said "The natural thing to do would be to
compare the states that had accountability systems to ones that didn't." This
reanalysis follows Bishop's suggestion and is a comparison of the NAEP gains in
the high-stakes states against the NAEP gains in states that did not have statewide
accountability procedures. 

Not all the 26 high-stakes states were included in the Amrein and Berliner analysis.
They noted that some states may have manipulated their NAEP scores by
exempting some of the special education students and students with limited English
proficiency from those taking the NAEP test. They excluded these states or
individual results from these states. For example, all the results from North Carolina
and Texas, two states with large NAEP increases, were labeled as "unclear" and
were not included in their analyses. All of their reported results are for the
remaining 8 to 12 "clear" states (depending upon the specific NAEP exam). I
believe this separation into "clear" and "unclear" high stakes states was a valuable
step because it allows the analysis to focus only on the results in the clear states.

My analysis uses the NAEP four-year gain from these same 8-12 "clear"
high-stakes states. An additional 14 to 18 states (depending upon the specific
NAEP exam) did not attach consequences to tests and they served as the
comparison group in my analysis. My analysis is based on the gain, from cohort to
cohort, between 1996 and 2000 for the two mathematics tests and on the gain
between 1994 and 1998 on the reading test. One could, of course, go back eight
years, but then the number of high-stakes states would be much smaller. The
tables from which these numbers came are readily available at the NAEP website
(http://nces.ed.gov/nationsreportcard/). 

The results in the Table 1 show the average NAEP increases in the "clear"
high-stakes states were much higher than the increases in the comparison states. .
In 8th grade mathematics and in 4th grade reading the mean increase for the clear
high-stakes states was double the increase for the states without consequences.
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The effect sizes for the comparisons were .35 for 4th grade math, .79 for 8th grade
math, and .61 for 4th grade reading. These effect sizes have been called moderate
to large. An effect size of .35 means that the average high-stakes state would score
at the 63rd percentile of the comparison states. Effect sizes of .79 and .62
correspond to the 78thand the 73rd percentile of the comparison states.

Table 1
Average four-year increases on NAEP scores for 

Clear High-Stakes States and for States without High Stakes

NAEP Test Average four-year
increase in 
clear high-stakes states

Average four-year 
increase in 
states without 
high-stakes

4th grade mathematics 
(1996-2000)

3.45 (n=11 states) 2.40 (n=15 states)

8th grade mathematics 
(1996-2000)

3.42 (n=7 states) 1.63 (n=13 states)

4th grade reading 
(1994-1998)

3.44 (n=9 states) 1.21 (n=14 states)

These results suggest that students in the clear high-stakes states were, indeed,
learning mathematics and reading that was beyond the specific content of the
statewide tests. Their NAEP achievement, on all three tests, was higher than the
achievement of students in NAEP states that did not attach high-stakes to their
statewide exams.

These results might lead us to reconsider some of the textual statements in the
Amrein and Berliner report (2002b). Amrein and Berliner wrote that "…the
imposition of high-stakes testing results in a more narrow form of training…." (p. 6)
Perhaps, and perhaps not. But this apparent narrow training did not prevent
students in the clear high-stakes states from doing quite well on the NAEP tests,
better than the students in states that did not attach consequences to statewide
tests.

Did state NAEP scores really decrease?

The Amrein and Berliner (2002b) report states that NAEP scores in many
high-stakes states "decreased" after consequences were implemented. They wrote
that "grade 4 reading achievement decreased" (p.19) in Alabama after stakes were
attached to statewide tests. They wrote that in Nevada, "grade 4 math achievement
decreased." But "decrease" is a relative term. Scores in Nevada increased three
points on the 4th grade NAEP math test between 1996 and 2000. But because this
increase was less than the national average of four points, Nevada was listed as
"grade 4 math achievement decreased." Grade 4 reading achievement increased
by three points in Alabama between 1994 and 1998, the same increase as the
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national average. However, Amrein and Berliner noted that the percentage of
students exempted from NAEP increased, in Alabama, between 1990 and 1994.
Therefore, they concluded that "after stakes were attached to tests in Alabama,
grade four reading achievement decreased." (p. 19)

Overall, Amrein and Berliner reported that NAEP scores in the 4th grade
mathematics test "decreased" in 8 states. However, these was no actual decrease
in any of these states: one state had no change between 1996 and 2000 but the
remaining 7 states actually showed increases of from 1 to 4 points during this
period. If one adds them up, across the three NAEP exams, there was an absolute
decrease in only two of the high-stakes state scores used in the Amrein and
Berliner analysis and an absolute decrease in 10 of the NAEP scores for states that
did not include accountability measures.

Discussion

This analysis showed that the clear high-stakes states outperformed the
comparison states on each of the three NAEP tests for the last four-year period. If
my analytic approach makes sense, and if these results are confirmed by others,
then I hope we can begin to study what these results mean

The results showed there was a meaningful carryover effect, in some states, from
statewide testing to the NAEP. Based on these results, it is not appropriate for
Amrein and Berliner (2002b) to say that attaching accountability to statewide tests
"results in a narrow form of training," or "high-stakes testing creates a 'training
effect' only." (p. 6) Nor is it appropriate to say that "students were learning the
content of the state-administered test and perhaps little else." (p. 60)

Although attaching accountability to statewide tests worked well in some
high-stakes states, it was not an effective policy in all states. South Carolina,
Massachusetts, and Alabama did particularly well in 4th grade math, but not New
Mexico, West Virginia, or Kentucky. Indiana and Alabama did particularly well in 8th
grade math, but not New Mexico or Missouri. Louisiana, Delaware and Virginia did
particularly well in 4th grade reading, but not Missouri or New Mexico.

It would be appropriate to study these successful and less successful high-stakes
states and learn how they achieved their results. It would be less appropriate to
simply use these results as a hammer and blindly require all states to impose
consequences. 

I find it unlikely that the NAEP results in the high-scoring states were obtained
merely because two weeks were devoted to test preparation. I find it unlikely that
the NAEP results in the high-scoring states were obtained only because
consequences and accountability were introduced.

My guess would be that there is a strong academic focus in these classrooms and
these schools. The research has supported academically-focused classrooms
since 1960, and having seen lots of trivia in classrooms, I welcome a return to an
academic focus. I've been in many low-income high-achievement elementary
schools and they are, indeed, high achieving places. I have seen history projects,
discussion of novels, Junior Great Books, impressive mathematics lessons, and
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tutoring during lunch hours. It would be unfair to the efforts of students, teachers,
and principals to say that they are merely focusing on statewide tests.

Statewide policies and district policies may also facilitated these increases. If so,
how was that accomplished? Did these policies affect all schools? What forms of
help did the state and the district provide for the classrooms? All these items may
be worthy of study. We might also reexamine the lists of statewide consequences
in Table 1 of Amrein and Berliner (2002b) and ask which of these consequences
might act as a motivating and not a threatening factor.

Audrey Amrein and David Berliner have performed an important service by focusing
on the consequences that some states have attached to statewide testing. I think
their use of state NAEP scores as an independent assessment was a brilliant
move. Their use of NAEP scores also allows others to conduct additional analyses
of this public data. My additional analysis suggests that students in some
high-stakes states have done very well on the NAEP tests. I hope we can now
study how this happened.
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