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Abstract: Researchers and policymakers in the US and beyond increasingly seek to identify teaching qualities that are associated with academic achievement gains for K-12 students through effectiveness studies. Yet teaching quality varies with academic content and social contexts, involves multiple participants, and requires a range of skills, knowledge, and dispositions. In this essay, we address the inescapable tension between complexity and scale in research on teaching effectiveness. We provide five recommendations to study designers and analysts to manage this tension to enhance effectiveness research, drawing on our recent experiences as the first external analysts of the Measures of Effective Teaching (MET) study. Our recommendations address conceptual framing, the measurement of teaching (e.g., observation protocols, student surveys), sampling, classroom videoing, and the use and interpretation of value-added models.
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Complejidad y escala en la investigación de la eficacia de la enseñanza: Reflexiones del Estudio MET

Resumen: Investigadores y legisladores en los Estados Unidos y en otros países buscan identificar las cualidades de la enseñanza que se asocian con incrementos de desempeño académico para alumnos de primaria y secundaria a través de estudios de eficacia. Sin embargo, la calidad de la enseñanza varía según el contenido académico y los contextos sociales, involucra a múltiples participantes y requiere una variedad de habilidades, conocimientos y disposiciones. En este ensayo, abordamos la ineludible tensión entre la complejidad y la escala en la investigación sobre la eficacia de la enseñanza. Proveemos cinco recomendaciones a los diseñadores de estudios y analistas para manejar esta tensión y mejorar la investigación de eficacia, aprovechando nuestras experiencias recientes como los primeros analistas externos del estudio Measures of Effective Teaching (MET). Nuestras recomendaciones abordan el marco conceptual, la medición de la enseñanza (por ej., protocolos de observación, encuestas de estudiantes), el muestreo, el video en el aula y el uso e interpretación de modelos de valor agregado.
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Complexidade e escala na investigação da eficácia do ensino: Reflexões do estudo MET

Resumo: Pesquisadores e legisladores nos Estados Unidos e em outros países buscam identificar as qualidades de ensino associadas ao aumento do desempenho académico de alunos do ensino fundamental e médio por meio de estudos de eficácia. No entanto, a qualidade do ensino varia de acordo com o conteúdo académico e os contextos sociais,
Introduction

Teachers and teaching are once again at the center of our national discourse about opportunity gaps in student achievement (e.g., Majoo, 2013). And while what occurs in classrooms is only one of many sets of factors that bear on student learning opportunities; among school variables, teaching quality accounts for the largest amount of variation in achievement (Rivkin, Hanushek & Kain, 2005). Hanushek (2016) explains that “a top teacher can in one year produce an added gain from students of one full year’s worth of learning [...]” (p. 25).

Accounting for general sources in student achievement variation, however, is not synonymous with offering practical resolutions for improvement. Given the effects of teaching quality on student achievement, some argue for greater workforce management through summative evaluations of teachers to improve teaching (e.g., performance-based pay). This perspective, espoused by some “teacher evaluation” researchers, focuses on teacher behavior, while minimizing other classroom factors (e.g., curricula quality, student background, peer interactions) that also have been shown to bear on achievement (e.g., NRC, 2004). Others interpret the effects of teaching quality on student achievement by accounting for a wider array of factors, and pursue improvement through formative evaluations and practical frameworks that address differences in the content and the contexts of teaching (Gallimore & Santagata, 2006).

In this essay, we provide recommendations to enhance the latter body of research—“teaching effectiveness” rather than “teacher effectiveness” or “teacher evaluation.” Our purpose is to provide guidelines for designers of small-to-large-scale studies of teaching effectiveness, as well as to analysts who conduct effectiveness research using existing datasets. We base our recommendations on our recent, collective experience with the Measures of Teaching (MET) study, and illustrate these recommendations with specific examples from MET.

We define research on teaching effectiveness as generalizable studies of practical frameworks of teaching qualities that affect student achievement gains in particular subjects, across school and classroom contexts. Teacher effectiveness, on the other hand, examines how attributes of a teacher (e.g., credentials, background, beliefs) affect achievement gains. Researchers who examine the effectiveness of teachers in hiring, promotion, or other high-stakes decisions, as mentioned above, conduct “teacher evaluation” research.

We identify with Shulman’s (1987) assertion that teaching is “outrageously complex” (p. 11). Day in and out, teachers are expected to plan lessons, organize instructional activities, foster warm and respectful relationships, sustain student interest, and partner with parents—in ways that promote learning for diverse students. Teaching involves not only what teachers do (e.g., Gage & Needles, 1989) and know (e.g., Ball, Thames & Phelps, 2008), but also who they and their students...
are in terms of dispositions (e.g., Borko, Liston & Whitcomb, 2007; Gay, 2015), identities (e.g., Akkerman & Meijer, 2011), and backgrounds (e.g., Zumwalt & Craig, 2005).

Providing generalizable evidence that reflects the complex nature of teaching is difficult. Effective teaching can vary by academic content (Grossman, Cohen, Ronfeldt & Brown, 2014) and the sociocultural contexts of classrooms (Tharp, 1989). The tension between (a) the complex nature of teaching and (b) scale in effectiveness research is inescapable. Scale—generalizability of findings due to statistical power—tends to reduce nuance in teaching, yet incorporating every covariate of interest into the design of effectiveness studies is not feasible. Large-scale studies, in other words, often do not capture the complex qualities of teaching that affect student learning, whereas small-scale studies tend to elucidate rich teaching constructs without providing generalizable evidence. Rather than dismiss this tension, we submit that there is value in exploiting it—that scale and complexity are dual imperatives in teaching effectiveness research. Failing to address this tension perpetuates our condition whereby policies about teaching are enacted with inadequate conceptualization or evidence (Darling-Hammond et al., 2010).

The MET Study

We draw on our recent experiences analyzing data from the Measures of Effective Teaching (MET) study to recommend five ways of managing tensions between complexity and scale. Our recommendations address the use of existing datasets for secondary analysis, as well as the design of new studies of teaching effectiveness, however large or small. The MET study was an ambitious, high-profile effort, funded by the Bill & Melinda Gates Foundation, to identify elements of teaching associated with academic gains of fourth- through ninth-grade students in math, biology, and English Language Arts. MET researchers followed 2,741 teachers in six school districts1 over a two-year period, from 2009 to 2011. Multiple measures were administered on instructional practices, student achievement, as well as on the backgrounds and perceptions of teachers, students, and administrators. Student achievement gains formed the basis for calculating value-added models assigned to teachers, and panoramic videos of classroom lessons provided source material to observe and score instructional practices using a series of protocols.

The stated purpose of the MET study, commissioned rather than resulting from a blind-peer-review process, was to “test new approaches to measuring teaching” (Kane & Cantrell, 2010, p. 2), not necessarily to provide new insights about effectiveness. The study was more concerned with predictive than construct validity (Martínez, Schweig & Goldschmidt, 2016). Thus, some validity and reliability standards were prioritized over others in the selection of measures. We were the first external users to analyze MET data. Through a competition by the National Academy of Education, we were awarded ten early career grants to pursue original studies using data stored in the MET Longitudinal Database (MET LDB). Our projects were diverse (e.g., micro-analyses of instruction, estimation of teaching effects on student performance, developing new measures of teaching), and provided us with varied perspectives on the study and its data.

There are a number of large-scale studies of teaching effectiveness that could have been used as a basis for this essay, such as the 1999 Third International Mathematics and Science Study (TIMSS; Stigler & Hiebert, 2009). We chose MET because of (a) our recent experiences with these data, (b) its unprecedented size in terms of sampled classrooms and the variety of data collected, and (c) its explicit focus on “effective teaching.” To provide the recommendations that follow, we

---

1 Districts included Charlotte-Mecklenburg Schools (NC), Dallas Independent School District (TX), Denver Public Schools (CO), Hillsborough County Public Schools (FL), Memphis City Schools (TN), and the New York City Department of Education (NY).
examine the relative strengths and weakness of the MET study design. We do not intend to encourage or to discourage use of MET data by analysts or others, but to use MET as a case to illustrate our recommendations to enhance future research on teaching effectiveness.

**Our Recommendations**

In our deliberations about these recommendations, we aimed to strike a balance—and to identify relationships—between technical, empirical, and conceptual issues in teaching effectiveness research. We seek to build on recommendations provided elsewhere (see, for example, special issues on value-added models in *Education Policy Analysis Archives* [Amrein-Beardsley, Collins, Polasky & Sloat, 2013] and *Educational Researcher* [Harris & Herrington, 2015]) by attending to the complexity-scale tension identified, in the context of the MET study.

**Recommendation 1: Designs of large-scale studies should reflect a clear and coherent conceptualization of teaching effectiveness**

Any study of teaching should provide an explicit framework with associated claims. In effectiveness research, this includes specifying the unit(s) of analysis—e.g., teacher actions, teacher knowledge, curricula, teacher-student interactions, peer interactions—as well as providing theory-based conjectures about how and why specific aspects of teaching affect student learning or development. Analytic units should be congruent with—and conjectures verifiable from—the measures of teaching incorporated in a given study.

The MET study used multiple types of teaching measures, including observation protocols, value-added models, teacher surveys, and student surveys. Some addressed generic dimensions of teaching quality, whereas others captured content-specific dimensions (Kane & Staiger, 2012). It is not clear how these various measures and corresponding constructs, however, were intended to operationalize an underlying framework of teaching quality. This could reflect the econometric approach to effectiveness research upon which the MET study was based, which emphasizes inputs and outputs while attending less to matters of process. Indeed, the stated purpose of MET was to assess the validity and reliability of various measures of teaching in a large sample, to describe effectiveness in terms of these measures, and to determine whether multiple scores across measures can “be combined to develop a set of fair, valid, and reliable indicators of teaching quality for use in teacher evaluation systems intended to rank teachers for personnel decision making” (White & Rowan, 2014, p. 5). It was designed as an empirical/policy exercise, not necessarily framed as a conceptual exercise of teaching effectiveness. The unit of analysis simply was the teacher, rather than detailing conjectures about how specific qualities of teaching affect student learning in a particular content or social context.

As an example, MET designers did not specify how teachers’ “content knowledge for teaching” (CKT; Ball, Thames & Phelps, 2008) would (a) underlie their instructional practice or (b)

---

2 Observation protocols included the Classroom Assessment Scoring System (CLASS), the Framework for Teaching (FFT), and abbreviated versions of the Mathematical Quality of Instruction (MQI), the Protocol for Language Arts Teaching Observations (PLATO), and the Quality of Science Teaching (QST). The CLASS and FFT are generic measures of instructional quality, whereas the MQI, PLATO, and QST are content-specific measures (mathematics, English/Language Arts, and science, respectively). The UTeach Observation Protocol (UTOP) was also used to score a small subset of math and science classroom videos—teachers certified by the National Board of Professional Teaching Standards. See Tables A2 through A4 in the MET Study User’s Guide (White & Rowan, 2014, pp. 60-64) for the number of teachers and classrooms per protocol that were assigned to be scored for years one and two.
affect how well students learned a specific content. Yet several CKT items were included in the teacher survey, along with items about the quality of working conditions and perspectives on local teacher evaluation practices. After CKT items were found to be statistically uncorrelated with student achievement gains, “the MET project did not include CKT results within its composite measure of effective teaching” (Cantrell & Kane, 2013, p. 15). It is unclear which conjectures were tested in this analysis, or how theories of effective teaching might be reconsidered or revised based upon the lack of significant relationships.

In addition, in the design of MET, several classroom observation protocols were used without an underlying rationale. The protocols, for example, emphasize teacher over student behavior, even when peer supports constitute strong indicators of teaching effectiveness (Wallace, Sung & Williams, 2014; Webb et al., 2008). Similarly, the protocols are limited in their ability to address contextual or cultural dimensions of teaching (Jensen, Grajeda & Haertel, 2018), or the ways teachers differentiate instruction from one student to another (e.g., Connor et al., 2011). All studies must make tradeoffs and choose areas of focus, so decisions about measures used in MET are not inherently problematic; the concern is a lack of conceptual frame to justify these decisions.

Whereas using multiple measures of teaching in effectiveness research can provide analytic advantages (Martínez, Schweig & Goldschmidt, 2016)—including the use of latent class analysis to provide diagnostic information to teachers to improve their practice (Halpin & Kieffer, 2015)—a focus on scale should not disregard matters of complexity. Though “urban” was used to characterize participating schools in the study, for example, it is unclear how MET measures account for well-documented considerations specific to urban education like racial segregation, community partnerships, or student resistance (e.g., Milner, 2012). From the outset, study designs should be intentional and explicit about framing aspects of teaching and learning, provide specific conjectures, and align measures of teaching within this framework. Balancing scale with complexity in this way allows effectiveness research to address how and why qualities of teaching affect achievement domains across different contexts, not simply to rank teachers or to make wholesale statements about “what works.”

Highlighting a lack of conceptual framing in the MET study is not necessarily a statement about the usefulness of MET data to analysts. It means that (a) some teaching and learning constructs across MET measures are theoretically incongruent, and (b) analysts have to spend substantial time in the user’s guide (White & Rowan, 2014) and with MET files to know whether the data can be used to address their research questions. Davis, Bippert and Villarreal (2015), for example, spent several months with MET data before concluding that the full range of teaching practices to support students’ reading comprehension was not present in the English Language Arts lessons. We assert that there is no such thing as neutrality or “conceptual agnosticism” in teaching effectiveness research. The best way to build a useful repository of teaching effectiveness data is to provide a clear and coherent framework from the outset.

**Recommendation 2: Measures of teaching used in large-scale studies should be technically strong**

No single survey, observation protocol, performance assessment, or artifact-based measure of teaching can capture its complexity, and “tacit judgments and dilemmas [are] embedded in [all] measures [of] teaching” (Darling-Hammond et al., 2010, p. 88). Combining constructs across measures should be done in ways that enhance validity and maximize score reliability rather than “seek to optimally predict student test scores” (Martínez, Schweig & Goldschmidt, 2016, p. 738). Once selected for clear and coherent reasons, the technical properties of teaching measures should be scrutinized in at least two stages.
First, there should be evidence that measures meet basic validity and reliability standards before incorporating them into large-scale studies. Though used widely, some measures in the MET study did not meet these standards before selecting them. Adapted from Ferguson’s (2012) measure, for example, the Tripod is a student survey designed to gather student perceptions of teaching quality along seven dimensions. Analyses of Tripod data in the MET showed that student perceptions of teacher strengths and weaknesses were (a) fairly consistent across the classrooms they taught and (b) significantly associated with student achievement gains (Kane & Cantrell, 2010). Yet the internal structure (i.e., construct validity) of the Tripod was not established before the MET study, which muddled interpretations and implications of MET findings. Rather than a seven-factor structure, Wallace, Kelcey and Ruzek (2016) found a bi-factor structure consisting of a general instructional quality factor and classroom management-specific factor to best fit MET Tripod data from mathematics classrooms in grades 6 through 8. Additional work is needed to examine relationships between student perception and other measures of teaching quality.

Second, developers should pilot the technical properties of teaching measures in ways that approximate the conditions of—and prior to—the large-scale study design. Though all but one of the classroom observation protocols used in the MET study were vetted in blind, peer-reviewed outlets before the MET study; by and large, they were not tested in ways that approximated its large-scale design, in which video segments were assigned at random to a large number of trained raters ($n = 902$) to score with generic and content-specific protocols. This, among other possibilities, likely contributed to low reliabilities of observation scores. The amount of score variation explained by differences among teachers was lower than expected—14 to 37 percent across instruments, which meant that best-case-scenario reliability coefficients ranged from .39 to .67 (Kane & Staiger, 2012). This suggests that MET observation scores were “largely driven by factors other than consistent aspects of a teacher’s practice” (p. 17).

Addressing the technical properties of teaching measures before incorporating them into effectiveness studies enhances the usefulness of study findings. It affords opportunities to revise the design, to alter the measures themselves, or both. There should be a process of adapting—rather than simply adopting—measures of teaching to large-scale studies. MET researchers, for example, could have examined how assigning classroom videos to many raters, with a single rater per video—rather than double-coded videos by a handful of raters—affect the reliability of observation scores. Analyzing rater thinking while scoring could have informed rubric revisions to reduce inference demands and, thus, increase reliabilities (Bell et al., 2014; Kelcey, McGinn & Hill, 2014).

**Recommendation 3: Minimize sampling problems, but make the most of those that happen to occur**

Sampling is the single-most challenging design feature of large-scale effectiveness studies. In addition to promoting external and internal validity through random selection and assignment, decisions about how to sample teachers and students should anticipate and make the most of practical problems like attrition and non-compliance with random assignment protocols. Doing so can provide new insights about teaching effectiveness.

The MET sample provides opportunities to study timely issues of excellence and equity in teaching. A large portion of MET teachers identified as persons of color (44%, compared to 17% nationally; see Table 1), and the diversity of student composition in classrooms from six large, urban

---

3 Rater calibration was ongoing, and “scoring leaders” provided regular assistance (White & Rowan, 2014, p. 30). Some design features of the MET study were piloted in the Understanding Teaching Quality (UTQ) study (see [http://utqstudy.org/index.html](http://utqstudy.org/index.html)).
districts affords analyses about equity issues (e.g., differential effects of instructional quality; Covay Minor, 2015) that are not possible in other large-scale studies.

Yet, MET teachers were a convenience sample. They volunteered to participate with compensation⁴, which constrains inferences from MET analyses. Generalizability is further inhibited by teacher attrition from Years 1 to 2 (see Table 1).⁵ Overall attrition was 31 percent, and rates varied by district. Stated reasons for attrition included schools and teachers opting out, teacher mobility, teachers moving grades or subjects, and teacher illness (White & Rowan, 2014, p. 16). Though MET teachers did not differ significantly from non-MET teachers in terms of race, ethnicity, and years of teaching experience (Kane & Staiger, 2012); it is not clear which of the above reasons for attrition were the most dominant, or how exactly they biased the sample.

Additional attrition is found in classroom videos for secondary analysis. More than a third of MET teachers did not re-consent their videos to be used for secondary analysis, and additional videos that were consented are not currently available. At the time of writing this essay, 21.7 percent of all videos are available for secondary analysis.

The effort to randomly assign teachers to classrooms in the second year of the MET study is also noteworthy. Controlling for the bias of non-random teacher assignment affords analyses of causal questions regarding teaching effectiveness. For example, the randomization of teachers to classes enabled an assessment of the extent to which individual (Garrett & Steinberg, 2015) and composite (Kane, McCaffrey, Miller, & Staiger, 2013) measures of teaching quality could identify “effective” teachers. Teachers, not individual students, were assigned randomly to classes. MET data enable estimates of teaching effectiveness for groups of students, but not to compare teachers for any given student.

Rates of student compliance in the randomization process ranged from 27.4 to 65.6% across districts (see Table 2 in Kane et al., 2013).⁶ Non-compliance creates challenges for identifying causal effects of teaching, though it can also create opportunities for other analyses. Steinberg and Garrett (2016), for example, show that MET classroom observation scores were biased by the nonrandom sorting of classes to teachers, which occurred after the random assignment of teachers. This implied that conditioning teaching scores on students’ incoming achievement was insufficient to compare or to make inferences about teachers. They concluded that caution should be taken when making high-stakes personnel decisions based on classroom observation scores. This analysis and associated conclusions would not have been possible with full compliance of the randomization sample. Thus, analysts should be creative in taking advantage of unexpected sampling blunders, inevitable to some degree in large studies of teaching.

---

⁴ Teachers in sampled schools were offered $1,500 to participate in the study ($1,000 at the beginning and $500 at the end of the study), in addition to small gifts from district-MET budgets.
⁵ Page 23 of the MET Study User’s Guide (White & Rowan, 2014) states that the full Y2 teacher sample was 2,086. The core Y2 sample (those with data both years of the study) in Table 3 on page 24 adds to 1,902. The latter number is reiterated in Appendix A (page 58). This discrepancy is due to the number of teachers who participated during Y2 only (n=184).
⁶ A total of 865 exchange groups in 316 schools were requested, whereas 619 groups in 284 schools were actually assigned (Kane, McCaffrey, Miller & Staiger, 2013, p. 14)
Table 1
Teacher Demographics in Years 1 and 2 of the MET Study

<table>
<thead>
<tr>
<th>Year 1 (N = 2,741)</th>
<th>Year 2 (N = 1,902)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2,077 (75.8%)</td>
</tr>
<tr>
<td>Male</td>
<td>644 (24.2%)</td>
</tr>
<tr>
<td><strong>Race/Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1,537 (56.1%)</td>
</tr>
<tr>
<td>Black</td>
<td>829 (30%)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>154 (5.6%)</td>
</tr>
<tr>
<td>Other</td>
<td>78 (2.8%)</td>
</tr>
<tr>
<td><strong>Grade</strong></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>436 (15.9%)</td>
</tr>
<tr>
<td>5</td>
<td>438 (16.0%)</td>
</tr>
<tr>
<td>6</td>
<td>443 (16.1%)</td>
</tr>
<tr>
<td>7</td>
<td>376 (13.7%)</td>
</tr>
<tr>
<td>8</td>
<td>327 (11.9%)</td>
</tr>
<tr>
<td>9</td>
<td>715 (26.1%)</td>
</tr>
<tr>
<td><strong>Subject</strong></td>
<td></td>
</tr>
<tr>
<td>Multiple</td>
<td>5 (.1%)</td>
</tr>
<tr>
<td>ELA</td>
<td>980 (35.7%)</td>
</tr>
<tr>
<td>Math</td>
<td>863 (31.4%)</td>
</tr>
<tr>
<td>ELA + Math</td>
<td>658 (24.0%)</td>
</tr>
<tr>
<td>Biology</td>
<td>240 (8.8%)</td>
</tr>
<tr>
<td><strong>Years taught</strong></td>
<td></td>
</tr>
<tr>
<td>Median = 7, IQR = (3.0, 9.7)</td>
<td>Median = 7, IQR = (3.0, 9.9)</td>
</tr>
<tr>
<td><strong>Year taught in current district</strong></td>
<td>Median = 5, IQR = (2.7, 7.3)</td>
</tr>
<tr>
<td><strong>Master’s degree or higher</strong></td>
<td>728 (26.5%)</td>
</tr>
</tbody>
</table>

*Note: Total sample sizes for each year were for teachers who had at least one class section active in the MET study. IQR denotes interquartile range.*
Whereas sampling problems like attrition and non-compliance are not altogether avoidable, and MET researchers should be commended for designing a study that allows for causal inferences, a few suggestions could help minimize sampling problems in future teaching effectiveness studies, large or small. These recommendations can be implemented with minimal cost or technology demands.

First, researchers should collaborate with teachers to conceptualize the purpose of study. Researchers can draw on teachers’ “wisdom of practice” (Shulman, 2004) to refine core conjectures of teaching effectiveness upon which to build the study design. Explaining the purpose of study to teachers, in the language of teachers, may help with recruitment and to reduce attrition problems. Second, and relatedly, researchers can provide teachers with formative feedback after study completion, which can also help with recruitment and retention. Lastly, gather teacher consent from the outset for external research use of videos. This can reduce video selection bias for external researchers who wish to use videos for various analytic purposes.

Recommendation 4: Use videoing procedures that provide as much insight as possible into conjectures about teaching effectiveness

Video data have a long and rich history in research on teaching (Erickson, 2011). They provide analysts with multiple opportunities to examine teacher and student actions and interactions from a variety of perspectives to draw interpretations and conclusions. Yet decisions about how and what to video record have implications for the types of analyses that can be conducted. Several decisions about classroom videoing (e.g., when to record, the type and number of cameras, the length and number of segments, how to capture audio) can afford or constrain analytic possibilities (Derry et al., 2010). To maximize their utility, videos should capture the specified unit(s) of analysis, as well as teaching activities that are most relevant to researchers’ core conjectures about effectiveness.

The MET study included a herculean video effort. At least four videotaped lessons (two scored segments per lesson) were recorded for each teacher in the longitudinal sample, using 360-degree panoramic cameras that captured most students in the classroom. Videos include lessons in mathematics, English language arts, and biology (see Table 1), and content markers are included in video IDs to facilitate identification (White & Rowan, 2014, pp. 46-48). Panoramic views were often paired with a video recording of the front of the classroom, typically capturing a white board or a smart board. Combining video captures with a range of other data sources, including images of classroom artifacts (e.g., worksheets), affords an exciting range of analytic possibilities. Linking videos to data on teaching quality, student development, and contextual variables allows for a variety of analyses not possible in other studies. Richman, Dietiker, & Riling (2018), for example, analyzed a lesson with high student interest in mathematics to explain how the unfolding mathematical ideas supported the reactions of excitement demonstrated by students in the video.

Decisions about how and what to record in MET videos also constrain analytic possibilities. We identify two constraints. First, the teachers chose which lessons to record. Though MET teachers were asked by researchers to record two lessons of “focal topics” and another two while teaching a topic of choice, they decided for themselves when and what to record. As is often the case when being evaluated, it could be that MET teachers prioritized whole-group, teacher-directed lessons of content perceived to be more “academically rigorous,” foregrounding “on-stage” teaching (Sawyer, 2004). In their analysis of reading comprehension instruction in grades 4-8, Davis, Bippert and Villarreal (2015) found that in most MET lessons (i.e., 96% of ELA lessons that emphasized text comprehension), teachers worked in whole-class arrangements—presenting lengthy content, facilitating whole-group activities, and moving around the room to manage student work. Yet this
format is one of many instructional arrangements teachers use for reading comprehension instruction. The high prevalence of whole-group, on-stage teaching could be an artifact of the data collection process.

Second, stationary cameras and audio-recording in MET videos constrain analytic possibilities. Using stationary cameras rather than videographers or cameras with automated zoom features meant that most students in most MET videos are too far away to decipher what they are doing or saying, especially during group work. Only two microphones, one worn by the teacher and the other fixed to the camera cart, were used. MET video files include an audio quality variable (high, mid, low) at the segment level, which is helpful for constructing analytic samples, but most student talk in videos with “high quality” audio is still difficult to decipher. Moreover, filtering segments by audio quality imposes another layer of possible selection bias.

Given limitations imposed by the ways classroom lessons were selected and captured (video and audio), MET videos are best used for examining research questions regarding teacher talk and behavior rather than what the students do or say. Designs of future teaching effectiveness studies can manage the scale-complexity tension to address these limitations by (a) randomly selecting days and times to record lessons, (b) aligning videoing procedures with specific frameworks for teaching effectiveness and associated claims (see Recommendation 1), and (c) enhancing student audio capture with additional accessory microphones.

Recommendation 5: Be cautious and nuanced in using and interpreting VAM scores

Value-added models (VAM) are used to isolate the effects of classrooms on student achievement by analyzing test score gains and applying statistical controls. A series of assumptions and limitations apply to all VAM scores (AERA, 2015; Kane, 2017; Haertel, 2013). To manage the complexity-scale tension in teaching effectiveness research, conclusions based on VAM analyses should reflect the specifics of each VAM construction, and acknowledge how VAM-based rankings “vary across models, courses, and years” (Darling-Hammond et al., 2010, p. 91).

White and Rowan (2014, pp. 27-28) detail VAM procedures in the MET study—how the construction of VAM scores varied by district, test (state measures versus MET supplements), and grade. Student achievement in all cases was converted to rank-based z-scores for VAM computation, though some tests were ranked within districts and others were ranked across districts. Moreover, student-level covariates (e.g., ethnicity, ELL status, free/reduced lunch, etc.) used to estimate VAM scores varied by district, and VAM scores using supplemental tests did not control for incoming student performance, as they did with state exams (White & Rowan, 2014, p. 28). These inconsistencies explain why VAM correlations between state and supplemental tests vary widely by district and academic content in MET. When using VAM scores to compare classroom effects across sites, users should make sure data are consistent with corresponding assumptions (Baker et al., 2010).

Sampling bias gives reason for further caution to analysts who wish to use and interpret MET VAM scores. Many of the MET students (i.e., a fourth to a fifth across classrooms) who were supposed to take supplemental tests did not, which biased the estimates. In addition, VAM scores in MET do not account for school fixed effects. They control for student background, but not for between-school mean differences. This further biases VAM estimates because student populations served by schools vary greatly within districts (McCaffrey, Lockwood, Koretz, Louis, & Hamilton, 2004). The MET database has enough information to construct VAM score adjustments that meet external researchers’ needs, which is what we advise. We also recommend using multiple measures in conjunction with VAM scores to triangulate findings (Darling-Hammond, 2015; Johnson, 2015).
VAM scores are compelling, especially for policy, because they aim to isolate classroom effects on student achievement. Analyses of VAM scores in the MET study indicate that teachers’ past record of value-added is a strong predictor of student achievement across content areas and school years, and that classrooms have larger effects on math than reading performance (Kane & Cantrell, 2010). Yet, researchers should consider the construction of specific models before using VAMs in their secondary analyses. Streamlining VAM construction and preventing sampling bias in large studies is difficult to impossible. The larger the study, the more difficult it is to control the quality of VAM scores—yet another example of the tension between scale and complexity in teaching effectiveness research.

Conclusion

A primary purpose of studying relationships between qualities of teaching and student achievement gains is to improve learning opportunities in classrooms. Improvement requires researchers, policymakers, and educators (a) to account for the complexities inherent in teaching and (b) to provide generalizable evidence at scale. We have shared five recommendations to enhance teaching effectiveness research by managing—rather than disregarding—the tensions that arise between these two demands. Illustrations of our recommendations are also useful to researchers who consider using MET data for secondary analyses.

Designs of effectiveness studies—and the measures and methods that they use—should be conceptually clear and coherent, technically strong, and transparent about practical problems that invariably arise in the data collection process. This way, effectiveness studies can identify the operative mechanisms affecting how students learn specific academic content across a variety of classroom contexts. We can learn a great deal from past efforts, like the MET study, about how to test specific conjectures regarding teaching effectiveness; to sample students, teachers, and schools strategically; to develop measures thoughtfully; and to interpret our findings carefully. This way education policies can follow nuanced evidence to scale improvements.
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